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Other -regarding Preferences , In-group Bias and Political
Participation :an Experiment

ABSTRACT
This paper presents an experimensudy on the relationship betweerother-regarding

preferences, irgroup bias and political participation. We conjecture that subjects who are more
other-regarding and exhibit higherdgroup bias are more likely to bear the costs of partidimat

in group actionUsinga participation gamewe implement laboratory elections in which two
groups compete for victory. We induce different levels efjinup bias across subjects in order

to implement treatments in which the competing grougee eitherhighly biasedtowardsthe

own group visx-visthe other one or are characterized by low levels of suckgimoup biasOur
results showthat, at the aggregate level, participation is higher in environments whegeanp

bias is more pronounced. Furthermore, the least othegarding subjects particite much less
often that others, while the more otheregarding sustain high participation levels. These
findings suggest that interpersonal preferences and intergroup bonds can explain the higher

participation of closeknit (political) groups observed the field.

KeywoRrDdn-group biasOtherregarding preferences, Political participation, Participation

Game, Experiment.



1. Introduction

In many modern societiespnflicts of nterestcenter around groups (e.g., workers versus

capital owners or Democrats versus Republicans). Such group cocdiictsesolvedthrough
u} & 8] %}0]8] X PE}U%o[® et ¢ Jv §Z %o}o]S]howwev€E v %0 V o

One important element ithe extent to which its members participate in its political endeavors.
Often, the group with the highest level of participation is most likely to be politically successful,
and therefore has a high probability of succassonflicts with other groups.

The importance of groups in the political arena has beggtely recognizedn his appraisal
of the rational choice literature on election participation, Feddersen (2004) argues that "while a
canonical model does not yet exist, the literature appears to b A EP]JvP 3$}A & ZPE} Y
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believe themselves to be ethically obligedact in a manner that is consistent with the group's
Jvs E 8 =« ]Jv Z §Z] o It to #{islittratmuseXon-the role of groups politicsthat
our paperaimsto contribute.

In particular, his paper studiegolitical participation in the catext of groups competing
for benefits. We address the question of how this participation is affected by the interaction
between, on the one hand, a senseifgroup biaghat members may have and, on the other
hand, the extent to which members have prefaces that take into account the wdiking of
others.A highersense ofn-group biagypicallyresults in favoritism towards its membeasd a
discrimination of the owtP E} u%o[* u u E-

Individuals facing theeatision of whether to participate in group action typically experience
a social dilemma towards their groupe., a situation in which the members of the-group
would be better off if all participatedout where individual incentives make ngarticipation
more attractive (Dawes, 1980Jhe social dilemmeasituations we are interested in involve a
conflict with other groups. A prime example is an election where two factions of an electorate
compete for vctory: the group with higher participation wins the election and reaps the
benefits. In this environment, fregding is often an equilibrium strategyif individuals are
perfectly rational and have seilfterested preferences (Palfrey and Rosenthal 19B8wever,
relaxing either of these postulates can account for participation, as in the drased turnout
models of Morton (1991)Schram and van Winden (19%)d Shachar and Nalebuff (1999).

Investigating the relationship between participation d@nejroup biass important because
the outcome of group conflicts can have severe consequences for the members of the groups
concerned, irrespective of an individual member's decision to participate in it. If certain
individuals or groups participate more thathers, this might biapolicyin a direction that is
not representative of the majority's preferences. If, for exampteme groups manage to create
a stronger feeling oin-group favoritismthan others, this could put them in an advantageous
position that is unrelated to the conflict at hand. Either of these effects could harm the efficient
use of an economy's resources because they yield an allocation that is biased towards the
preferences of the political participators (see Lijphart 1997 for a simigument with respect
to election turnout).

We conjecture that the individual participation decisiorgnoup efforttakes into account
the ties that bind the grougogether. Moreover, an individual may more generally take the
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consequences for others intaccount when deciding on her actions. In other words, an
individual may have otheregarding preferencesOther-regarding preferences, as we use the
term, are those that include motives related to tixell-beingof others, as opposed to selfish

or selfregarding preferences (Sen 1977however, otheregarding preferences might
discriminate between ikgroup and ougroup members, anddw much an individual cares for
each islikely to influence the sacrifices she is willing to make. Our paper addresses this
conjecture by studying the effect of otheegarding preferences andh-group biason
participation in group action.

An important goal of our experimental design is therefore to create environments with
distinct levels ofin-group biasin order to study ts influence on individual and aggregate
participation. In addition, we want to know whether participation depends on otiegiarding
motivations, both in general and in interaction witlrgroup bias For thispurpose,the design
includes a measurement sfich motivations, using a smlled value orientation test. Finally, we
measure political participation by studying individual choices in a participation game (Palfrey
and Rosenthal 1983): two groups of equal size compete for bersafidshe winning groy is
the one with highest participatianHence, our experiment induces distinct leveldmefroup
bias measures otheregarding preferences and allows us to link (combinatiofjstiese
variables to political participation.

In order to derive hypotheses on individual and aggregate behavior, we combine insights
from a theoretical analysis of the participation game with the available empirical evidence. First,
we hypothesize that otheregarding subjects will participate mordten thanthose who are
selfish. Second, we expect environments with a high bias towards #ip@up to foster fiercer
competition, and therefore generate higher aggregate participation. Third, we hypothesize that
subjects who exhibitarger bias towardgheir group will participate more often.

Our results may be summarized as follows. First, they provide support for the hypothesis
that individual participation is higher for otheegarding subjects. In particular, we observe that
the most uncooperative dijects stand out from the rest by abstaining much more often. The
estimated model predicts a 50 percentageint-difference in participation between the most
selfish and the mosbther-regardingsubjects. Second, we were successful in inducing distinct
levels ofin-group biasacross treatments. This allows us to conclude that aggregate participation
is higher in environments wheri@-group biasis high, albeit modestly. Thiréhdividuals who
have a higher degree of-group biadn the first place participate more often. Our experimental
inducement of furtherin-group biascrowds out this relationship, however.

To the best of our knowledge, olaboraory study is the first to measure otheegarding
preferences and induce different levels ofgroup bias in the context of a political participation
game?! Our results are an indication that both othergarding preferences and-group bias
matter. ThouPZ PE}u % u C v}S$ o0 S} (( $S8Z]JEE uu E°*[ % E& ( E
does*UPP 8 §Z § PE}U%oe SZ S UV P 8§} ]JvE » SZ]J]E uu Ee°[ ] -
fare relatively well in conflicts with other groups.

The organization of this pap is as follows. The next sectidiscusses the literature that
relates political participation to otheregarding preferencesnd in-group bias Section3
presents the conceptual analysis of the participation game and our hypotheses. Séction

1 Rabbie and Wilkins (1971), Bornstein et @002) and Reichmann and Weimann (2008) investigate group
competition in environments where group identity may play a rblet do not explicitly study the effects of this-in
group biasThey also do natompare environments that vary in the extent to whiakgroup biashas beerinduced.
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describeghe experimental design. Isection5, we present and analyze our data. A final section
concludes.

2. Related Literature

Both other-regarding preferences and group iddaptihave been the subject of recent
attention within the ratioral choice approach to political participation. This approach has
traditionally struggled withtheso oo Z% & } A }( :%e &S thatéhedighvrhtes
of participation observed empiricalle.g., in largescale electionsyare at oddswith the
theoretical observation that participation is seemingly irrational. For a survey of the literature
in economics, political science and related disciplirse® e.g., Aldrich (1997), Blais (2000),
Dhillon and Peralta (2000), or Feddersen (2004).

Notwithstanding, many work this research paradignmave by now uncovered various
factors that help explain why rational individuals may participate in g@actpn (see Palfrey
2009for anoverview) In particular, he addition ofother-regarding preferencet the calculus
of participation hasedto models that escape the prediction of Iguarticipation For individuals
with such preferencesparticipation becomes instrumentally rational if the benefits derived
from one's group winning (which now includeetbenefits to cemembers) are not overcome
by the low probability of being pivotal. Models in this vein have been proposed by Jankowski
(2002), Edlin et al. (2007), Feddersen et al. (2009), and EvreR) (dbikre idoth field (Knack
1992, Jankowski 200@hd experimental (Fowler 2006, Fowler and Kam 2007, Dawes et al. 2011)
evidence supporting a positive relationship between social preferences and participation.

Our results add to this stream tiferature by relating a direct measure of an individual's
level of otherregarding preferences to the frequency of participation in intergroup competition.
Moreover, we contribute with novel evidence on the interaction between an indivislodher
regarding concerns and the extent to which shéiased towardsdr owngrouprelative to the
other group Tosome extent, this analysis supplements the work conducted by Fowler (2006),
who usesa combination ofield and expeimental data to show that social identity (proxied by
party identification) amplifies the positive impact of altruistic motivations on political
participation Though the first tocombine other-regarding preferences and group identity,
&}Ao E[* u §Z} }o}PC Z « «}u +Z}ES }u]vPe E 0§ S}aw o | }(
laboratory @ntrol allows us to measure otheegarding preferences and induaggroup bias
in ways that rule out priming and response bias effects that are likely to occur in a situation
where measurements are based paliticallyframedsurvey questions.

The empirgal literatureon the socieeconomic determinants of participatio(e.g., the
seminal work by Verba and Nie 1972} established a number infiportant relationships such
as a positive correlation between income and participation. However, some puzaiagrd-or
example, the positive correlation between income, educatamd participation is much weaker
for AfricanrAmerican voters, who participate beyond what their socioeconomic status would
predict. Leighley and Vedlitz (1999) provide a number of cmtdi explanations for this

2 Fowler uses surveyquestions regarding election participation, party identificaticand political knowledge
Subsequentlysubjects play a dictator game, either against someone with the same political preference, a different
political preference or an unknowpreference Thesedictator choices are poorly incentivizetbwever. The observed
distribution of giving is at odds with recent mettudies (Engel 2@}, but in lire with nonincentivized studiesHis
resultsshowthat morealtruistic individualgio not participate morainless theyare strong party identifiers.
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phenomenon: psychological resourcesg(,political interest and participation efficacy beliefs),
social connectedness, and group identity. All of these explanationsanemreticalbasisbut

it is difficult toidentify in the field whichmechanismsare at work. For example, it is hard to
disentangle the effect of group identity from the impact of social connectedness on
participation. Do the members of a group voluntarily participate because of their strong sense
of groupidentity, or because their environment encourages participation?

Thisexampleshows how difficult it is to isolate the effects of group membership on the
participation decision. Furthermore, social context, social netwahd participation behavior
are endogenously determined, making it difficult to elicit the direction of causality. In contrast,
an easy and clean test of the-group biaseffect can be obtained in the controlled laboratory
environment. By comparing the behavior of groups that differ onig wespect to theirbias
toward the ingroup, we can isolate the effect ah-group biason participation.

The secalled group identity paradigm studies the influence d@roup-belonging'
sentiments on how individuals make decisions in instancéstefgroup behavio(Tajfel 1982,
Hogg and Abrams 1988, deflers 2012) The body of knowledge on group identity that has
developed over the past few decades is quite extensive and has produced a number of robust
findings (see Brewer 200Eckel and Grossma&005. Experimental studiehave shown that
group identity and its salience impacts strategic behavior (Charness et al. 2007) and that
individuals tend to be more altruistic towards-gmoup members (Chen and Li 2009), for
example.

As manyother papersin this literature €.g.,Eckel and Grossma@hen and Li 2009)ve
induce different levels ofh-group biasy resorting to procedures that combine minimal group
assignment withfurther manipulations €.g., communicationor teambuilding tasks These
manipulations aim at generating a strong group identification pro¢lessugh an increase itne
salience ofhe in-group and the ougroup. From this increaseidientificationwith the in-group
we expect to observe high levels ofdroup bias, which ultimatg is the variable we measure
and control in this studyAs mentioned, we conjecture that stronger-gnoup bias will be
associated withmore frequentparticipation in group actiorlJsing observational dat&imon et
al. (1998) and Sturmer and Simon (20@#hong others, haviedeedshown that the willingness
to participate in group action is significantly related to collective identification processes.

3. Conceptual Framework and Hypotheses

We study participatiofbehavior using the game proposed by Palfrey and Rosenthal (1983).
This section provides an outline of tHimmework and the main resulthat follow from our
implementation (AppendiA presents a mordormal analysis).

Two groups of equal size compete for victory, which depends on particip&izah player
decidessimultaneoushand privatelywhether or not to participatet a cos{c). The group where
more playes participate wins. Players on the winning side obtain a monetary pa3¥ftifat is
higher than the one accruing to players on the losing sife (n case of a tighe winner is
decided by a fair coin toss. The structure and payoffs of the gameoammon knowledge.

We assume that players have a utility function that allows for otlegiarding ¢r
Altruistic[U 8§ GEu A pe ]v3$) d@adGroupdiscringnating components:
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where Qjs H materialpayoff, Ujs the weight put on other player] A o (ar@® (H and GH i
are the weighs put on the welfare of players in the same gropJU § Z- PZB ¥ |abd jre the
other group() »the dut-group}), respectively These prefeences express an interdepdent
utility function which is increasing in other individuals' utilities, ltich allows the utility of
individuals in the irgroup to be givenigher weights
Define | and Jas the number of other membeia the ingroup and the ougroup who
participate. The expected utility of Participation and Nuarticipationis then:
"SI32=NPE?ER=PEKJ
é R
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where 7§ (7)) is the utility in case of victory (defeaf)n equilibrium strategy in this game is
simply a probability of participatingn equilibrium players are indifferent between participating
and abstaining, which renders tiNashequilibrium condition:

) oE 5 t?
34 LJ?E "A LJFs.LW0 [4]

This condition tells us that a subject will participate if the probability tHs breaks
( "3 L JYorcreates ("3 L JF s?atie multiplied bythe expected benefitequals the cost
of participation.As we can see frof#], for constantc, the equilibria willbe a functionof the
costbenefit ratio, which in turn depends ort) U and U(in addition to $¢ and $% which are
alsoheld constan}. For exampldf the in-group is preferred to the ougroup (U P U, the utility
difference is increasing itJ

For participation games it is customary to derive gigsnmetric Nash equilibrid,e.,
equilibria in which all members of a group employ the same strategy (e.g., Palfrey and Rosenthal
1983, Grosser and Schram 2006). Given that our preference structure is richer than in previous
studies, it is necessary to derive equilibria in which proliadsl may differ across players,
however. One problem is that allowing for heterogeneity leads to a multiplicity of Nash
equilibria. An alternative is to derive stochastic equilibria, namely a quantal response
equilibrium (QRE, McKelvey and Palfrey 1999RE is an equilibrium concepghat
accommodates bounded rationality by allowing players to make mistakes:réssbnse
strategies are played with higher probability, but not with certainty as in a Nash Equilibrium. For
participation games, QRE not onlylpg us select from the multiple Nash Equilibria that result
in a setting with preference heterogeneity like ours, but its predictansfit experimental data
better than Nash Equilibrium (Goeree and Holt 2005). AppeAgirovides details on th€@RE
calculationgswhich we use to inform ourypotheses.

&]E3U }ve] & 83Z E o0 3]}veZ]% SA v v ]v ]A] H o—+ O0SEU]-
and her participation dcision. Intuitivéy, we expect individuals witktronger otherregarding

3t Vv}Eu o]lvtivep Z $Z=8ATU AZ] Z ] %o}e+] 0 3} }i8 Jwi (VA |~ wC=tv vi= v
v—Il~tav
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preferencego be more willing to sacrifice themselves for their group, provided they prefer the
in-group to the outgroup(a weak assumption This is another way of saying that teés more

at stake for an individual who values the welfare of others in her group, and therefore stronger
other-regarding preferencewill lead to more frequent participatiol.he theoretical analysis of

the game indeed provides evidence that the (quangsponse) equilibrium level of participation
isincreasing in othekE P & JvP }v &Eve ~re v E} % E us E E vP U ]v
that are compatible withand estimated fromour data(cf. AppendixA). The existing empirical
evidence provides further support for the conjecture that othiegarding concerns foster
individual participation. Relating sedfated motivations to participatiogame behavior, Schram

and Sonnemans (1996b) found that subjects with individualistic goals were less likely to
participate, whereas subjects with cooperative goals were more likely to particigdesce,

our equilibrium analysis and previous evidence bpdint to a positive effect of altruism on
participation (i.e., altruism is igroup targeting)This yield®ur first hypothesis:

Hypothesis 1individual participation is increasing in the level of otihegarding concerns,
i.e., more altruistic subjec participate at higher rates.

Next, we consider the effects @f-group biason participation. We are mainly concerned
whether participation is highewhenin-group bias is more pronounced. The QRE that we obtain
show that aggregate participation is ieasing in irgroup bias levels. This is supported by the
empirical regularities mentioned in the previous section, in particular the fact thgtdop
favoritism leads to more competitive behavior. We therefore expect higher aggregate
participation whenn-group biass induced. In line with this conjecture, Schram and Sonnemans
(1996b)study the effect of group identity on participation behavior by implementing different
matching protocols in a participation garhi@hey elicit group identity using the ninal group
paradigm and find that the effect of group identity is significant, though not pronounced.
Moreover, various studies using the participation game framework (Bornstein et al. 1989,
Bornstein 1992, Schram and Sonnemans 1996a,b, Goren and Boried) explore
experimentallythe role of communication within the igroup. Several papers shothat the
exchange of no#inding promises (cheap talk) between group members reinforces the sense of
group identity(e.g.,Chen and Li, 2009 participationgame experimentsuchcommunication
significantly increases patrticipation lev&lghis allows us téormulate our second hypothesis:

Hypothesis 2: Higher ingroup bias leads to higher levels of aggregate participation

41n fact, this is precisely what experimental subjects will tell you. Thegqstriment questionnaire asked subjects
what they thought moved a participant who participated often. More than 70% responded that this was either
cooperation towards the kgroup or cooperation towards both groups. Moreover, a participant who participated
rarely was attributed a selfish motivation by 77.5% of the subjects. For detailabéz=Cl in the Appendix.

5 Schram and Sonnemans (1996b) implement three treatment conditions which were conceived to yield increasing
levels of group identity: i) group composition varied from period to period, and both subject identitgterices were
anonymous; ii) group composition remained constant, and both identity and choices were anonymousupi) gro
composition remained constant, identity was reveglédt choices remained anonymous. Participation in ii) was
higher than in i)but also higher than in iii).

6 Goren and Bornstein (2000) show that without communication players associate high participation levels to
cooperation towards the kgroup and do not associate low levels of participation to ifgeyup cooperation.
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We futher consider situations where individuals within groups are heterogeneous in terms
of their ingroup bias whichallows us to address how operates at the individual level. Do
subjectswith a higher level of igroup biasparticipate more often than subjects with lower
levels ofin-group bia® The theoretical results show that subjeetgh a higher irgroup bias
will tend to participate with a higher probability in a relevant parameter range. Intuitively, the
reason may be that individuals who identify more with their group are more willing to incur
sacrifices for it, and therefore participate at higher ratesr @ird hypothesis follows:

Hypothesis 2bSubjectswith a highersenseof in-group biagarticipateat higher rates

4. Experimental Design

Our experiment is composed of three maiarts, eachto be explained in detail belowin
the first part, we measurthe subjects’ otherregardingpreferencesin the second partve vary
the groupformation procedurein order to obtain environments where -group bias is either
high or low.Allocationdecisions and survey questioase used to measure the degree of-in
group bias. In the third part, subjects interact in the participation game (Palfrey and Rosenthal
1983 explained in the previous section. Seigurel for a diagram showing the sequence of
thesepartsthroughout an experimental session

Group Identity Induction:
- half of subjects mave
> - labs choose name
- labs compete in trivia
challenge

| In-group Bias
- Measurement | . Game | - Measurement
> : >

Ring Test ] BEI In-group Bias [—=|Participation

Figurel - Sequence in the Experiment.
Notes Solid lines indicate the sequencetire High and Lovireatments, while
dashed lines indicate the sequence time Control treatment. BFI: Big Five
Inventory.

The sessions were run at the CREED laboratory of tlsetdity of Amsterdam (UvA).
Participants were recruited from the CREED laboratory subject pool 8singo } E B C [ *
registration system. The subject pool consists of approximately 2000 students, mainly UvA
undergraduates from various disciplines.total of 160 subjects (44% of which were female)
participated in 8 sessions (with 20 subjects each), which took place in June and October 2011.
On average, participants earned 28.5 Euros, which included a 7 Eurouphdee. The
experiment was programntk and conducted in-Zree (Fischbacher 2007). Payoffs in the
experimentwere expressed in tokens, exchanged to Euros at a rate of 0.005 Euros per token.
For the first and third parts (ring test and participation gameg administeed practice
guestions béore each part to check subject understanding. The typical experimental session
lasted around two hourdAll proceduresithin a fssionwere known to participants.

7 SeeAppendixEfor a transcript of the instructions.



4.1. TheRingTest

We start by measuing other-regarding preferenced.e., how much each subjeatares
aboutthe well-beingof others in hior her own preferences~or thispurpose,we use the ring
test, a tool developed by social psychologists to measure social value orientation. Social value
orientation is akin to our concepif otherregarding preferences. The ring test estimatiees
rate at which an individual trades off her own welfare for the welfare of another individual. For
a discussion of this test psychologgee Liebrand (1984andin economics se®fferman et al.
(1996). The version used in the experiment was proposed by van Dijk et al. §@Q2)nsists
of 32 pairwise dictator choices, each presenting the participant with two alternativeatiner
allocations ofmonetary payoffs (see AppendiXd the list ofall choices). Eaathoiceis shown
on the screen, both in text and bar graphics.

Each of the 20 participants in the lab goes through the ring test at the start of the session
(seeFigurel). A participant is anonymously paired with two other participants; her choices
affect one of them, and the choices of the other one affects her in an identical way. The two
participants with whom a subject is paired remain constambughout the first part of the
experiment Participants are informed that they will only learn the earnings or losses from this
part of the experinent at the end of the session.

4.2.  In-group Biadnduction

In the second part of the experimenive form groupsand induce different levels oin-
group biasin order to implement our treatmentsA crucial choice concerns the variable
(characteristic) used to differentiate between groups. The minimal group paradigm has shown
that, in some situations, a mere awarenest belonging to a group, together with group
competition for a prizegenerates behavior consistent with group discrimination (Diehl 1990).
In a laboratory setting the minimal group paradigm has not always been successful in producing
such results, as poied out by Charness et al. (2007). For one, the salience of groups in the
laboratoryis low, adnteraction takes place via computers. More importantly, our hypotheses
require a procedure that allows us to distinguish betweasesvith a markedly differat sense
of in-group bias A minimal group paradignprocedure,e.g.,simply assigning empty labels to
groups (e.g. colorsyyould likely fall short of achievingjstinctlevels of ingroup bias For this
reason, we propose a procedure that builds upon thmimal group paradigm but includes
further manipulations.

The number of variables that can be used to differentiate groups is quite vast. Political
groups may differ along many dimensions, including (but not limited to) ideology, income,
education, religin, occupationor race. The relevance of specific variables depends on the
political situation one is interested in. For example, opposing groups in a general election may
differ along different dimensions than groups on either side of a gun rights failyavoid
obvious links to specific group conflicts, while using a variable that bears relevance for political
choices, we distinguish between groups based on a personality trait: openness to experience
(openness, for short)/e measure personality traitnder the Big Five taxonomy using the Big
Five Inventory (John et al. 2008 Z & /[ Z V. ThESS& highly validated questionnaire



consisting of 44 short sentences based on trait adjectives known to be prototypical markers of
the Big Five. This testqvides a #o-5 score of each personality trdit.

In all treatments, each of the 2farticipants in a sessiohas to answver the Big Five
Inventory (sedrigurel). Sulsequently, they aréold what the opennesgpersonalitytrait is and
how different openness scores translate into personal characteristics and behavioralShey
learntheir own score.

We use the openness score to implement the treatments: High (higgronp bias), Low
(low ingroup bias) and Control (no manipulation of 4group bias).In the High and Low
treatments t but not in Control t the 10 participants whose openness scores arehbigf are
asked to move to a second laboratocall it Lab 2while the 10 with the lowest scoresemain
in the laboratory where the experiment startedallit Lab 1 Participantsare not told about any
labels but know that the 10 participants who move tLab 2 are the ones with the highest
openness scoré After all participants have settled at their new computer stations, they are
asked todecidejointly on a name to identify their laboratory. Participants are presented with
three predetermined options They can discuss their choice with the other participants in the
same laboratory via a chat interface. Each participant submits a choice, and thenossn
option becomes the name that identifies their laboratory for the remainder of the experiment.
Next, the two laboratories compete in a trivia challenge. Each participant is presented with five
timed trivia questions; corre@nd incorrecanswes areworth 1 and0 points, respectivelyThe
individual scores are aggregated by laboratory, and the laboratory with the highest score wins
2000 tokens to be equally distributed among its membémsa sense, we create two distinct
Zo }E S}EC ] subjekis s[tWw dach laboratarknowing that they are either in the
ules }E& S$Z o coinpddientteyare askedo choose a name for their lapatory and
to compete in a trivia challengegainstthe other laboratory*

The distinction betweerthe High and Lowrreatmentswill be explained in the next sub
section.However, beforewe proceed it is important to note that he relationship between
personality traits and political ideology has been widely studiéet literature has reached a
broad congnsus in that liberalén the American sensé@nd to score higher than conservatives
on selfreported measures of openness as measured by the Big Five (Carney et al. 2008 and the
references therein). These authors further show that the distinction betwedberals and
conservatives in terms of seakported openness translates into "objective behavioral
indicators" associated with openness, nhamely nonverbal behavior in a conversation (facial
expressions, nonverbal signals, and interaction style) and ¢inéents of personal bedrooms
and work offices (furniture and decoration style, and personal belongings). For example, liberals
tend to smile more during a conversation, while the bedrooms of conservatives tend to look
more organized. Jost (2006) uses Armani statelevel personality estimates to show that
openness scores were the strongest regional personality predictor of the state vote share cast
for Democrats and Republicans in the Clinidole, GoreBush and KerABush races. Jost et al.

8 A clear advantage of using a Big Five personality trait in our context is that, as stressed by Gerber et al. (2011),
relative to other psychological constructs "the Big Five are measured with minimal meér¢o political content,

and are therefore less likely to be confounded by the political outcomes they may predict."

9 The second laboratory room is right next to the fioste. Most subjects who stayed in the laboratory room where

the experiment starteclso move to a different computer station, such that all subjects in each laboratory are seated
next to each other (separated by partitions).
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(2003) show thathe relationship between openness and ideology extends to-Aorerican
samples.

In sum, openness is one of the best proxies for ideological dispositions and has been shown
to matter for political choicedike party choiceHowever, openness does nofedt participation
decisions! Groups with contrasting opennessvelsare thus composed of individuals who
would make different political choices, and therefore draw a parallel to what would distinguish
groups inmanypolitical conflicts. The obvious adwage of using a personality trait instead of
selfreported ideology is to avoidonfounds implied by the meaning of ideology at a certain
point in time or within a particular party system.

4.3. Participation Game and Treatment Implementation

For the participation gamesubjectsare allocated to groups of five participants, with two
PE}u%oe }veS]SusS]JvP v Z o S}E S [ }( SV % ES] 1% vSeX dZ % E
the second part of the experiment ai'=120,B=30, andc=30. Groupsemain constant and
play the game for 40 rounds. At the end of each roatticipants are informed of how many
others participated in each group, their owmkenearnings in that round, and their cumulative
tokenearnings in that part of the experiment.

The High and Low treatments differ with respect to the groups that interact in the
participation game (seBigure2). Regardless of treatmenall members othe ingroupbelong
to the same laboratoryThe difference lieg which laboratory the ougroup is drawn fromin
the High treatmentthe ingroup and the ougroup are drawn from different laboratorigke.,
they have different laboratory identitie$n the Low treatmentboth the ingroup and the out
group belong to the same laboratqrye.,they share the same laboratory identity

The Control treatment differs from High and Low in thHa in-group bias inductiomoes
not take place. Subjects in @twol answerthe BF] receive feedback on theopenness score
and are th@ immediately matched intparticipation game group#\ll 20 subjects remain in the
laboratory where the experiment startetiience, subjects in the Control treatment do not know
that they are allocated to groups based on their openness store.

High Low Control
Lab 1 - Rankings 11 - 20 Lab 1 - Rankings 11 - 20 Lab 1 - Rankings 1 - 20
Group 1 Group 2 Group 14— Group 2 Group 1 Group 2
F 3 F 3
A A
Group 3 Group 4 Group 34— Group 4
Lab 2 - Rankings 1 - 10 Lab 2 - Rankings 1 - 10 Group 3 Group 4

Figure2 t Experimental treatments.
Notes:Arrows indicate competition in the Participation GaméZ vI]JvP[ & ( E- §}
the openness score ranking. Group 1 is compasesubjects with rankings 1 to 5,
Group 2 with rankings 6 to 10, and so on.

11Some studies have investigakthe relationship between openness and political participation. There is no evidence
of a robust causal relationshipetween opennessand participation (Mondak et al.,2010). Similarly, Gerber et al.
(2011) find no relationship between openness and reedrdoter turnout.

12The underlying group formation protocisi Controlmimics High in terms of openness scorEkat is, Group 1(2)
competes with Group 3(4). Note that each group has the same opennesscarop®sition across treatments. Our
empirical results show that openness does not influence participation (seesextion5.2), and therefore the
matching protocol adopted in th€ontrol sessiosishould not influence participation behavior.
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In order to measure hgroup bias, we use two dictator allocation decisiomsparticular,
we asked each subject to divide 200 tokens between a random participant of his grdugr
(except himself or herself) and a random patrticipant of the grnaith which his or her group is
matched in the participation game. Hence, if our manipulations induggonp bias, we expect
to see relatively lower donations to the other group igh{the two groups differ in laboratory
identity) than in Low (groupsharelaboratory identity) As mentioned, his allocation decision
is administered twiceright before andright after the participation gamégsee Figure 1)This
allows us to investigatwhether the participation game itself alters the extent ofjioup bias.
In addition, the final questionnairimcludes an item for which subjectiave to rate, on a 110
scale, how attached thefgel to their own group and to the other group.

A methodobgical requirement must be observed for our inference to be valpggnness
should neither be correlated withing-test choicesor with behaviorin the participation game
We will assess this requirement empirically when we present our results.

5. Experimentl Results

Subsectionsb.1 and 5.2 present preliminary steps to the analysis of our resulkich is
carriedout in subsections5.3-5.5. In5.1we put forward a classification of subjects according
to their otherregardingpreference type. Isub-section5.2we investigate the validity of ouin-
group biasmanipulation. In5.3 and 5.4 we present results on bilateral relationships between
other-regarding preferencesn-group bias and participation. These analyses provide patrtial
support for our hypotheses. Stronger support is reportedub-section5.5, where we present
a multivariate anajsis explaining the participation decisi@wur conclusions with respect to our
hypotheses are summarized in section 5.6.

5.1.  Subject Classification

Hypothesis 1 concerns differences in participation behavior across individuals with distinct
other-regarding cacerns. To enable this comparison, we divide subjects into categories
representing different otheregarding preference types (hencefort® C % WE start with a
brief characterization of our measure. The ring test presupposes the existence of a inatvat
vector for each subjectwhichrepresents the individual's tradeff betweenthe own andthe
}$Z @@dlfare in a twedimensional vector spacé&ne dimension indexes the own payoff and
the other indexes the payoff accruing to the oth&or each oftie 32 pairwise choices in the
ring test, a participanthooseghe allocation that is closest to her motivational vector. Averaging
over an individual's 32 choices yields an approximation of her motivational v&ctor.

A subject's motivational vector can hdly described by its length and direction. The length
can be interpreted as the degree of choice consistency. We will restrict our sample to the 152
subjects (95% of the total) with a reasonable degree of consisténtihe sope of the

13 The ring test measures otheegarding preferences with respect to distributive outcomes. It does not take into
account reciprocity concerns, but it can accommodate inegaitgrse preferences as,ie.g., Fehr and Schmidt
(1999). For example, a subjechaexperiences no disutility from a disadvantageous position and places equal weight
on the own payoff and the disadvantageous position of others (in Fehr and Schmidt's termindlbgyand UL 9,

has a motivational vector in the ring test with slope ofHbwever, the ring test's power is limited with respect to the
identification of inequityaversion parameters.

141n our implementation of the ring test, each vector (allocation) has a leoigtB00. If a subject always chooses the
option closest to herdstimated) motivational vector, its length is also 1000. We exclude from the sample subjects

11



motivational vecbr twhichcan also be expressed as the angle formed by the vector and the
horizontal axist describeghe trade-off betweenthe ownandthe }§Z @edlfare. For example,

one can think of an individual whewector has an angle of 26.6torresponding taa slope of

0.5 t as someone willing to give away 50 Euro cents to another individual for each Euro she
keeps for herselfThe slope of the vectgrovides a measure of in Equation1]: the marginal

rate of substitution ofi[s uS]o]SC }( UrvuG.|HiEaverage angle of the motivational
vector in our sample is 6.77°Figure3 plots the distribution of vectors in the circle.

The ring test typicallgomprisesa standard set of categories to classify individuals (Liebrand
1984), assigning to them one dive labels (@ggressivg Zompetitive[ individualistic|
Zooperative[ or Zltruistic). EacHabelcorresponds to an area of the circle. One problem with
this classification is that it makes for a poor distribution of data across categoriesssljeets
tend to concentrate on theihdividualisticland Zooperative[categories In our sample, 93.13%
of subjects fall within these two categories. We therefore put forward a new classifidhton
balances a good categorization of the data with an empirically relevant sategfaries. This is
presented inTablel and Figure3.

The competitivecategorycomprises individuals who areiliing to sacrifice part of their
gains to decrease the other individual's earnirgdividualistic typegonly motive is to maximize
personal gains, regardless of the trad# imposed on othes. In contrast, altruists are willing to
give up some atheir personal gains in order to increase the gains of an anonymous fer.

1A] 0SE ]S Jv SZE § PYE]Z25EAVA[YU JZu]JE [ E 8} } 8 v
classification.Of course, this classification is no lasishocthan the stan@rd one.However, we
should note that the distribution of motivational vectors in our sample issgsiant with
previous evidenceg(g.,Offerman et al. 1996, van Dijk et al. 2002, and Engel 2011).

Tablel - Motivational Categores: Definition and Sample Distribution

Angle (°) Slope % subjects
1 - Competitive <0 <0 19.74
2 - Individualistic 0 0 23.03
3- Weakly Altruistic (0,8.53] (0,0.15] 20.39
4 - Mildly Altruistic (8.53,21.8] (0.15,0.4] 18.42
5 - Strongly Altruistic >21.8 >0.4 18.42

Notes Rows define the motivational categories, based on angle (column 2) or
(column 3) of the estimated motivational vector. The final column shows
distribution of our subjects.

5.2.  In-group Biadnduction

In order to assess the extent to whithgroup bias wasuccessfully induced, and to know
how it varies across treatments, we consideur measurenents (thetwo dictator allocations

whose vector has length smaller than 600 (60% consistency threshold). For comparison, a random sequence of
choices yields a motivational vector with length equeb00. The same consistency criterion was used by van Dijk et
al. (2002). Virtually all works that employ the ring test put in place a consistency threshold for aeadydigeprand

and McClintock 1988 impose a 25% threshold, while Offerman et @b, ib®pose 33%).

15This corresponds to an average slope of 0.12. In our analyssisse the average vector's angle (and not the slope)

to represent a subject's otheegarding preference type.
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and the seltreported attadiment to ingroup and owgroup in the questionaire). Figure4
presentsresults from both measures.

The percentage allocated to the-group membermchieves its highest value High.Using

Z e+u i a¥geageof the two allocation decisions as the unit of observatiore obtain
significant differences between High and the other two treatments (sided ManrWhitney
§ e3 % AIXii Vv %AIXii (JE }ju% EJe}ve A1SZ >}A v }v3®E}oU E *%
High is also differenfrom Low and Control treatmenidoth before (MW p=0.06 and p=0.08)
and after (MW p=0.10 and p=0.03) the participation gamith marginal significancéllocation
decisions in the Low treatment are not statistically different fromsfof Control (MW, p>0.75
for separate and average comparisons).

In the High treatment, a subject allocates approximately 80% of the total amount to the
member of his or her own group before the participation game; in the Low and the Control
treatments tis figure is lower (approximately 72%hese numbers are in line with those
typically found in the literature (e.g., Chen and Li 2009 find values in thE&5%b6 range).
Allocations before and after the participation game are not statistically differezithar overall
nor for any specific treatment (MW, all p>0.59). Finally note that the results for the Low and
Control treatments provide some support for the minimal group paradigm (Tajfel 1982); subjects
give more to thén-group member than to someonedm theout-group, even when no igroup
bias is induced.

K§Z E[+ W C

Own Payoff

Figure3 t Distribution of subjects over ativational categories

Notes SA/MA/WA/C stand for the categories Strong Altruist/Mild Altruist/Weak
Altruist/Competitor. The Individualist category coincides with the horizontal axis.

16 Using a ongailed t-test, a 5% significance level, and assuming: i) an expected difference of 20 percentage points
(i.e., 0.20) between High and Low, ii) a difference of 0.1 between both High and Control and Control and Low, iii) a
standard deviation of 0.2 in all treatments, tlex antepower of the statistical test is 99.9% for the Higbw
comparison, and 78.9% for the other two comparisons.
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The results of the allocation decisions are corroborated by the second indicategiafup
bias In the questionnaire, subjects were asked to report their attachment to thgraup and
the out-group on a 10-10 scale!” Computing the difference between these two values yields
a measure of irgroup bias on al0-t0-10 scale (se€&igured). Average irgroup bias is 3.9 in
High, 2.2 in Low, and 2.9 in Control. The difference between High and Low is statistically
significant(MW, p=0.01), while those between High and Controt] aow and Control, are not
(MW, p=0.37 and p=0.27, respectively).

The purpose obur procedurewas to create distinct levels afi-group biasbetween the
High and the Low treatments. In particular, we conjectured that subjects in High would show
higher levels of ingroup favoritism as the outP &} u %0 Z ]1(( E v8 Zo }E& S}EC ]
contrast, the outP E} % Jv >}A «Z E « §Z e« u Zo }E S}EC ] vs8]8C[X dZ
Figure4 and the corresponding statistical tests show tloatr procedure was successfulbeit
that the differences are relatively smallhis analysis is disaggregated for the different other
regarding preference types in Appendix®

As mentioned when we discussed the experimental design, for our inference to be valid
opennessshould neither be correlated withing-test outcomesnor with choices inthe
participation game We find statistical evidence in favor of both requisites. Namely, only
Agreeableness seems to be significantly correlated with participation behavior, and no
personality trait seems to be significantly correlated with othegardng prefererces as
measured by the ring tegf.

17The questions are reproduced in AppenHix

18 Using the same procedure as before to calculate power, and assuihiag: expected difference of 2 points
between High and Low, ii) a difference of 1 point between both High and Control and Control and Low, iii) a standard
deviation of 25 in all treatments, th&x antepower of the statistical test is 99.7% for the Higbw comparison, and
62.4% for the other two comparisons.

19With respect to otherregarding preferences and-group bias, Wwo questions can naturally be raised: what types
are most likely to show a high degree ofgroup favoritismand what types are more likely to be influenced in their
in-group biady interaction in the participation gan?n sum AppendixDyields tvo main findingson the interaction
between otherregarding preferences and -group bias. Firston aggregate, ifgroup bias does not differ
systematictly across types. Secondxcept for Competitors, igroup bias is not affected by the interaction with
others in the participation game.

20 SeeTable @ in the AppendixThe lack of a relationship between openness and ctiegarding preferences in our
data should not come as a surprise. Most of the literature finds no relationship between openness and other
regarding preferences, even thoughedationship is often found for other personality traits (e.g., Béar et al. 2004,
2008, Bekkers 2006, Swope et al. 2008).
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Figure4 - In-group Biagnduction Across Treatments.

Notes.Bars show the fraction of the endowment allocated to the member of thgroup

(left axis). Dark gray (light gray) gives the measurement before (after) the participation
game. The difference in reported attachment to the own and other groups is gividreby
connected dots (right axisfhe dashed lines represent 95% confidence intervals.

5.3. Otherregarding Preferences and Participation

Behavior

We now turn to our main research question, which is how participation is affected by-other
regarding preferences arin-group bias We start byrelatingmotivational vectorgo chaices in
the participation gameFigure5 presents average participation ratés eachtype throughout
the participation game. We observe that competitive individuals clearly participate less often
than any other type. The differerdetween the individual average participation of competitors
and any other category is statistically significant (MW p<0.01 for all comparfdhse are
no other statistical differencesnce we excludeompetitors.

Consistent with previous evidencéddre is a tendency for participation levels to decrease
as the game unfoldse(g., Schram and Sonnemarl996a). Regressing Z 3§ C %wvefage
participation on a linear trend yields a negative and significant relationship for all types except
strong altrusts, who exhibit a positive, albeit nesignificant, increase in participation over time
(seeTable C4 in AppendixC). We conclude that strong altruists are the only tywbose
cooperative behavior towards the-group does not decreasgver time.

21 Our ron-parametric tests of type behavior use indival average participation over the 40 periods as the unit of
observation Nan-parametric tests of aggregate behavior use the average participatiompair @f competing groups

(an electorate) as the unit of observatiddsing the same procedure as before for power calculations, and assuming:
i) a 10% difference between averagelividual participation across types, ii) a 15% standard deviation within each
type, and iii) an equal distribution of the sample over the 5 categories, i.e., 32 subjects of each type, resudts in an
ante power of 84.61%.

15



O‘{ -

o
(0]
©
o~ |
=™
Q
©
o
O © -
i=
(]
o

Top

< 4

T T T T T
1 10 20 30 40
Period
Competitive — — — Individualistic
——— Weak Altruist ~ --------- Mild Altruist

-------- Strong Altruist

Figureb - Evolution of Participation and Motivational Categories.
Notes.Averageparticipation rates of participants of a given motivational category.

In order to see in more detail how participation depends on oftegrarding preferences
Figure6 shows ascatter plotof individual participation ratefor each type as well asa fitted
least squares trendVe observehat the relationship between the individual participation rate
(i.e., thefraction of the 40 periods that a subject chose to participate) and etbgarding
concerngdmeasured by the angle of the motivational vector) is positive for most categories (by
definition, there is no such relationship for the Individualistic category). A regression of
individual average participation on the degree obther-regarding preferenceproduces a
positive coefficient for each category, even though statistical signifee@only achieved when
considering the full sample and (marginally so) for the group of strong altruist3 &#e?). As
conjectured, individual arage participation is increasing in a subjgcbtherregarding
preferences.

All'in all, our analysis shows that there is a positive relationship between-ctigarding
preferences and participation behavior. The effect is statistically strong at thegaig level
and appears to be present for each of the categories we distinguished. A pronounced difference
is observed for the category of competitors, who significantly abstain more than other types.
This evidence lends support to Hypothesis 1.
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Table2 - Participation and OthetRegardingreferences

All Categories ~ Competitor Weak A. Mild A. Strong A.
Motivational Vector(®) 0.024*** 0.012 0.176 0.002 0.038*
(2.92) (0.60) (1.40) (0.03) (1.70)
Constant 1.645%* 1,114 1.386* 2.028* 0.175
(8.97) (3.02) (1.83) (1.65) (0.22)

Notes: Panel regression (logit with random effects at the individual leMsl152 Dependent variable;
average individual participation in the 40 periods of the participation gaheendand a squared trenc
terms are included as controls, but not reported. Abselascores in parentheses. *** (***) indicates
significance at the 1% (5%9%) level.

.6
1

Average Participation
4
1

I
-50 0 50 100
Motivation Vector Angle (degrees)

® Competitor B |ndividualist 4 Weak Altruist
+ Mild Altruist X Strong Altruist

Figure6 - Individual Participation Rates and Otkeegarding’references
Notes.Theplotted lineisalinear least squaresend fitted to theentire sample.

5.4. In-group biasand Participation Behavior

Our second and third hypotheses concern the relationship betwieegroup biasand
participation behavior. As formulated in Hypothesis 2a, we explitorates where ifgroup
bias isstronger to exhibit higher levels of aggregate participation. At the individual leveg-Hy
thesis 2b predicts that subjectgth higher in-group biagarticipate more often.

Figure7 shows aggregate participation levels for each of the three treatments across the
40 periods of the participation game. Aggregate participation rateshighesin the treatment
High (74.3%)followed byLow (69.3%) and Control (69.2%). Participation variance is lowest in
High, followed by Low and Control (standard deviations equal 8464.7.1% and 10.9%,
respectively).
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Figure7 - Participation across Treatments
Notes. For each treatmentthe corresponding line shows the fiyeeriod
movingaveraggtwo lags and two leads, where availatdggrage participatiomate.

The participation patterns we observe are similar to previous evidence in some respects: a
decrease in participation as interaction is repeated, and an abrupt decline in the last couple of
periods (see Schram and Sonnemans 1996a, b). In the@ipstriods participation is remarkably
similar in the three treatments. After this point, we observe a departure of participation in High
from the levels observed in Low, while Control exhibits a more erratic pattern. Despite the 5
percentagepoint differerce between High and the other treatments, neither mean nor median
participation in High is statistically different from Low and ConfMW p>0.33, where the
average participation rate in an electorate is the unit of observati@mnilarly, we observe no
treatment differences in the last 20 or 10 rounds.possible reason is that the-gmoup bias
difference between High and the other two treatments, desplteing significant, is not
sufficiently large to produce differences that can be detected at thvisllef aggregation.

Hence, based solely on a nparametric analysis, we cannot reject a null hypothesis of no
differencesn favor of Hypothesis 220n the other hand, if we regress (with OLS) the difference
in participation in High and Low on a linear trend, the coefficient is statistically significant
(p=0.00), which indicates a difference does appear to develop over?ime.

At the individual levelwe first compare average participation across all treatments.
Splitting the sample in terciles according to average allocation decision in the two dictator
allocation tasks, we find that the first tercile (those with the lowesgioup bias) participates
less often (69.6%) than the second (73%) and third (72.8%) terciles. The difference does not

22 Using the same power calculatiprocedure as before, and assuming: i) an average participation rate of 80, 65,
and 50% in High, Control, and Low, respectively, ii) a 15% standard deviation in each treatment, would e&sult in
ante power of 96.6% for the Highow comparison, and 46.484r the other two comparisons.

23 Another variable that can influence participation differences is the level of consensus when choosing the

0 }E 3}EC[* Vv UuUX }u% E]JvP 3Z A E P PE}u% % E3] 1% 3]}v E 8§ » }( Z]PZ
votes in favor of the chosen nameis-a-vis the low consensus units produces no statistically significant results (MW
p>0.30).
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reach statistical significance when we use individual average participation as the unit of
observation, however (MWp>0.21). At this level of aggregation, we find support for
Hypothesis 2b. Below, we will see that more support for the alternative Hypothesis 2b is
obtained when employing a multivariate analysis framework.

5.5.  Multivariate Analysis

For the multivariate analysis of the participation decisie use aegression model that
takes the panel structure of our data into account and corrects for individual heterogeneity
points related to our empirical strategy are in order. First, since we observe decreasing
participation rates across repetitionse estmate models that includatime trend (the resuls
confirm that there is a significant negative tren@econd, we employ the average of the two
allocation decisionasa subject's irgroup biasmeasure(recall that there is a great degree of
consistencybetween the first andthe second allocation decisipnTable 3 provides our
E PE <<]}v u} o[ *3]Ju & «U AZ] Z 00}A pe 8} +3 0]*Z 8ZE E -po

First, we note that the level ather-regarding preferenceas measured by the angle of the
motivational vector significantly and positively affects the likelihood to participate.Zvezage
subject[(the one assigned the sample average value of easdp@ndent variable) is predicted
to participate approximately 80% of the times by the model. A marginal increase in altruism
leads to an increase in the probability of participating equal to 0-p6%ts, an effect that is
statistically significant (Walg<0.01). This means, for example, that an individual moving from
the category Weakly Altruistic to Mildly Altruistic (a difference of approximately 10°) increases
the probability of participation by approximately 3.6 percentage points. The difference batwe
the two widest vectors is 142.18°, which implies a predicted difference of 49.8 percentage points
in participation probabilitiesat the average marginal effeche significant effect obther-
regarding preferencesn participation providesurther support for Hypothesis 1. This effect is
also observed when considering the High and Low treatments sepatféately.

Second, in support of Hypothesis, 28 observe a positive aggregate effect ofjimup bias
on participation, compared to the control treatmgrthat is significant at the 5%vel. This
follows from the coefficient estimate for the dummy variable High. Hence, being in an electorate
with high ingroup bias raises everyone's probability of participating in group action,
independent of the indivigh o[+ }Av o Ayraup}lgiagy

Third, the coefficients for the igroup bias arewveakly supportive of Hypothesis 2b (an
individual effect) for the Control treatment. The effect is marginally signifiqas.085)%° The
effect is not significant in Higbr Low, however. A similar regression for decisions in High gives
a coefficient for irgroup bias that is equal t.363 =0.522). For Low, the coefficient is 0.030
(p=0.952). We conclude that there isneeakrelationship between individual igroup bis and
participation in groups where we have not induceejnoup bias in any way. Indeed, in Control,
the coefficient for ingroup bias is 1.062£0.067%) with a margiral effect of 0.189¢=0.07%.

We will return to this point in the concluding discussiaf section6.

24 The effect is also positive for the control treatment, but not statistically significantly différem zero at
conventional levels.

25The lack of a significacoefficient for Low indicates that the procedures we used to induce group identity in and
of themselves did not affect participation.

26 |f we usethe measure of group identity (based on the responses in the questionnaire), this effect is significant at
the 5% level.

19



Table3 t Panel Regression Model

Coefficient Marginal effect
Motivational Vector 0.022*** 0.004*+*
' (2.74) (2.69)
In-group bias 0.980* 0.158*
(1.72) (1.71)
High 1.096* 0.162**
(2.07) (2.23)
Low 0.397 0.062
(0.89) (0.92)
Trend -0.032*** -0.005***
(2.66) (2.61)
In-group biasHigh -1.336* -0.215*
(1.72) (1.72)
In-group biast.ow -0.961 -0.155
(1.31) (1.31)
Constant 1.083***
(2.99)

NotesCellspresent thepanellogit estimation (with random effects at th
individual level) coefficients (column 2) and marginal effects (columN=3)52.
Dependent variable: individual participation in each of the 40 peribtigh and
Low are dummy variables representing these treatmentsgrvup bias is
measured as the average of the two dictator allocation denssi rescaled to
the interval [1,1]. Absolute zscores in parentheses. * (}****) indicates
significance at the @% &%, 1%) leveMarginal effects are computed for th
mean sample values of our variables.

5.6.  Conclusions with respect to our Hypotheses

To sum up, we find robust evidence in favor of a positive relationship between individual
participation and othetregarding preferences (Hypothesis 1). The data depict&ibire6 and
the regression analysis ®able2, together with the significant coefficient obtained in the panel
models, provide ample evidenda this respect. Regarding the conjecture that participation
should be higher in the High treaent (Hypothesis 2a), we find confirming evidence when we
use the panel regression framework, in spite of the inconclusive evidence reporsedttion
5.4. We ale show that whenever ingroup bias is not manipulatedhge Controltreatment),
there is tentativeevidence that subjects who show a higher degree efrivup bias tend to
participate more (Hypothesis 2b).

6. Conclusion

This paper is an attempt toontribute evidence from a controlled environment to the
stream of literature that tries to evaluate political participation in light of othegarding
concerns and grougirected duties. In particular, we have used an experimental framework to
address the influencef other-regarding motivations anmh-group biason political participation
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decisionsOur work follows in the footsteps of the emergiragional choicditerature that puts
(JEA E -ZPEW%o0 }( 3 a@spytdcnivardby Feddersen (2004).

Theempirical literature in political science and psyclgdias shown that group identity
sentimentsthat result inin-group biashelp explain patterns of individual political participation
among several group® society(e.g, Leighley and Vedlitz 19%nhd Stokes 2003)However,
establishng a causal link in the field poses considerable challenges, mostly becairgecof t
evolution of group identity, social connectedneand group mobilization processes.

In this paper we report evidence from an environment wherglioup bias is varied in a
controlled fashion andn which we carobserve the behavior of grouphat subsequently
competefor benefits. Victorydepends on the sum of the individual efforts byetimdividuals in
a group.Despite the extensive literature that analyzes the relationship betweegrénp bias
and individual and group behavior in the laboratory, we believe to be the first, together with
Cason et al. (2016), to do so in the contextdéi-group competition.

Our main conclusions are that individual participation is increasing in o#garding
concerns andn-group bias as conjectured. We also found support for an impacinejroup
biason aggregate patrticipation lelse(but only in a multivariate analysis that corrects for the
influence of confounding factors). This latter result implies that the higher participation levels
observed in field studies for environments whegeoup identityis high (e.g., contexts with
pronounced ethnic divisions and high political participation) might be due to this heightened
sense ofjroup identity Whether group mobilization adds something to this effect is a question
for further research.

Finally, there is anodestcorrelation betweenindividuatievel sense of igroup bias and
participation in our Control treatment, i.e., when we did not induce amgroup bias In this
case, people with a large bias towards thegroup tend to participate more in political action.
When we induce aigh sense oih-group biasat the electorate levelindividual differences still
exist but no longer matter for the participation decision. Similarly, when our procedures induce
biastowards both thein-group and theout-group, differences still exist {a lower level)but
do not matter for participation. In other words, individual differences within a group matter only
when people experience moderate differences between the groups.

These results can be interpreted in light of Fowler (2006), who hawrshbat other
regarding subjects only participate more often in politics if they are strong party identifiers. We
have shown that a positive relationship between otliegarding preferences and participation
exists even if we control for igroup bias. Irthe world outside the laboratoryit seems natural
that more generous party identifiers participate more, as they believe that their supported party
will improve the weHbeing of their fellow citizens. We show that, more generally, individuals
withproso ] o u}3]JA « & u}E o]l oC 3§} & SZ }e8e }( %o ES] ]% S]}v
Our results suggest that, in principle, all individuals with ottegyarding concerns should be
willing to participate provided there exist platforms that advance th&E P&} u%o[¢ JvE E ¢35+ X

All in all, we conclude that otheegarding individuals participate more. Moreover, a
common sense of identification with the group yields higher aggregate levels of political
participation. As describedbove the effect ofin-groupbiasis more complex at the individual
level and depends on experienced differences between groups. Each of these results may serve
as input in a canonical model as envisaged by Feddersen (2004).
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Appendix

A. Equilibria of the Participation Game

In thisAppendix we formally deive the equilibria of theparticipationgame which allows
us to obtain cenparative static resulten the hypotheses we want to test Define the set of
1 and 2 respectively We denote the irgroup and the ougroup of player Boy ) gand )5
respectively. Weonsiderthe case where¢/ L 0and both are odd. The action space of a player
has two elements: participatioand nonparticipation A (mixed) strategy is simply a probability
of participation, which is denoted b

We positindividual preferences that accommodate general altruism towards otlasraell
as discrimination between igroup and outgroup members:

TyL TgQ T 8748 O3 (3BT 02D O) (A ULl [1A]

InEquation1A], 7¢denotesi [+ p 3] 0f&€sbier monetary earningand Qj Ty describes
her utility of wealth. Usis a parameter describing the weiglttributes tothe }$Z Ee+[ us]o]3CU
relative to her owréd}js the weight she attributes to the utility of other members in her own
group,and (js the weight she attributes to the utility of membersthe othergroup.
To derive comparative statics for the participation game, we mdleefollowing three
assumptions:
1. If members of the own group receive higher utility from an outcome than members
of the other groupdo, then more ingroup bias leads to higher utility:
07y
aoags P Toson o ®5p P T [2A]
2. 1f members of theown group receive lower utility from an outcome than members
of the other group, then more igroup bias leads to lower utility:
07y
aoags O Toson o ®5p OF [3A]
3. The utility derived from winning the participation game (and, as a consegdf0
9 3Ealso winning andD O<) , Hosing the participation game) is larger than the utility
derived from losing the participation game (and, as a consequeR€s) 3Ealso losing
and DO< , winning the participation game):
78 TKTyL $° dlgoags L $€ dlugon,, L $%

B 7pT L BT o L SBAT- o 6 [4A]
P 7 7LJ<TUL $ aTywuz L $ aTué‘Joqu L $ (0]

27 We derive staggiame equilibria for the game our subjects play for forty rounds in fixed electorates. Due to a
multiplicity of equilbria in the oneshot game (recall that we follow the literature in considering only gagsimetric
equilibria) there is a plethora of equilibria in the repeated game. A repetition of the gfagee equilibrium that we
derive is one of these. Note that vemly use the theory as a benchmark with which we can derive comparative statics.
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where 78 (73 is the utility in case of victory (defeaf)lote that [4A] implies an intuitive
restriction on the parameterdyand Uyi.e., they are such that any individual prefers the own
team winning the participation game to the other team winning.

Equationg2A}-{4A]yield:

07¢ Pr'b780r ok7¢@ F730Pr [5A]
ouU ouU ouU

In words,[5A] 3 § « 3Z § v Jv E -+ ]v -grdup biag will tepe thva higher
marginal benefit of her group winning the participation game.

Next, we need to determine how thisicreased marginal benefit affects the choice to
participate.Ceteris paribusthis will yield a higher participation probability, simply because the
benefits increase while the costs remain unchanged. This is hot necessarily true in an equilibrium
analyseU Z}A A EU He }3Z E A}S B+ u C & *%}v 3} AeE] §]}ve v
We therefore proceed witlequilibriumanalysis.Weassume complete informatiotiroughout
in addition to the rules of the game, monetary payoffs and group sizegsseme that players
know the utility functions of all other players. This simplification does not hinder the derivation
of broad comparative statics and keeps the analysis tractable. The alternative would be to adopt
incomplete information i(e., players @ not knowthe }$Z €& %0 C Ee*[ % E& ( E V % E 1
which would require furthead hocassumptions on beliefs.

We use a utility function of the type defined [1A]. Theseindividual preferences
accommodate general altruism towards othgas well as discrimination between-gmoup and
out-group members (sesection2 of the main textfor an explanation of the notation):

7oL QE WL | WEQGIT 7gM [6A]
YOARBG 04, ¢

Theutility paC}(( %o v » }v AZ §Z E %0 C E[+ P E}defineAllve }JE 0} o
<Sé&4as these two events. Given our preference structure, the payoffs of the game are
interdependent across players. Assuming ttgtin the winning grougf6A] can berewritten by
substituting Qfor $€ and plugging in$¢ and $%in the utilities of the other playerghe utility
if EIoses,?L-'j,3 can be obtainedn a similar fashionFor given preferences and for each case
(winning or losing)this yieldsa system of/ E 0 equations (theindividual utilitieg in / E O
variables (the utily payoffs:

>F AQA; L >:A
®eQA; L >F A75>1A;
where +. & c. 1. & iS the identity matrix,

[7A]

S or o uG s UG ua & ue
i WY ° Bl [
T - - Kl
A gcmsc: L % UelUe CUele E:
iUesUes Uess Ues5 1
1 - ° - KN
TU;E>QQE>Q a UﬁE>(;QE>Q UﬁE>(;qlE>(; a r O

QS; L k7é & &rgarfa a7 co'and>S; L k$® & &° 4" 4" d{with the case of
A L Hiefined accordingly)The solution to[7A] allows us tocalculate the utility of a winning
and losing player for any combination & 4$"a? and other-regarding and irmgroup bias
parameters .
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Following Palfrey and Rosenth&b@3), it can be shown th&br the case with equal group
sizesthere exists a unique Nagiguilibrium in pure strategiesvith full participation(for ? O
k7€ F 7% t). In additiona plethora ofmixedstrategyNashequilibriaexist To refine this set,
andfor reasons discussed sectioof the main text the analysis of participation games has
often resorted to thequantalresponsesquilibrium concept(QREMcKelvey and Palfrey 1995).

Adding a stochastic component ttecision ruls [2] and [3] in the main text,( &Y&EL
<& 2=despectively)mpliesthat a player prefers participation to ngparticipation if

k7§ F 780 e
>4 LJ?E "A LIFs?”———F?PaY%F &g [BA]

where dis a parameter that governs thextent of bounded rationality ifoise)in %0 C E-*]|
decisions andthe Yyrepresent i.i.d. realizations of a random variadf®llowing much of the
literature, we assume that the difference of the errorg8a]follows a logistic distribution. This
implies the following equilibrium condition for each player (see Goeree and Holt 2005 for
details):

S
LgL _ EL s@&&r
i k7§ F 780
"FH "X LJ?E "4 LJFs?2—Y U0
i t Iy [9A]
SEATE - <

i a K
I o
The aparameter is typically estimated fromxperimental dataGoeree and Holt (2005)
show that a value o#=0.8 accommodates the data of Schram and Sonnemans (1996a), in which
participation fluctuates in the 380% range. Since we observe higher participation levels, our
data would possibly impls slightly higher value o& For our purposes the precise value of this
parameter is not particularly relevant as only point predictions, and not comparative statics, will

depend on it. For this reason, we uge0.8, for the numerical QRE results tiatlow.

In-group Bias and Aggregate Participation

To start, ve consider totally quassiymmetric equilibria (Palfrey and Rosental 1983) where
all voters in group 1 vote with the same probabiliy, and all voters in group 2 vote with the
same probabilityps2 For mrticipation games where both groups haem equal sizethe

probability termsarethendefined as (for a player in grouy):
/25

LIl @ gSA@qGA:LAs;":SF Liag Z757P: Lig:Pis F Lpg;S7P [10A]
p@4
AE?5
: Fs 0
" ) .1 . .b. . ./E?5?b.|. .b>5.
3 LJIFs?L L@@ G AQL ALisiPisF L) Lag: PSS 1A
FLAG;Q?D?S

The assumption thami equilibriumevery player irthe samegroup participates with the
same probability can bmtuitively justified by the assumption thailayers are homogenous in
their other-regarding preferences. For oanalysis, & further assumeherethat players in both
groups have the same parametef@nd therefore,pc1 = pe2 = p), which meansthat we will
investigate how equilibria change when we vary thgroup biasparametes for all players.
Our strategy is to imerically determine the equilibriump for distinct parameters and to derive
comparative static predictions from comparing these equilibria.
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We first determine the effect of irgroup bias for this homogenous ca$#¥ith respect to
the preferencesput forward in (with = rUt = t, v A vl we implement five
parameterizations that uséJ L r & t(the average slope of the motivational vector in our data)
but have different in-group bias ratios > @L <& udsad = For each parameter
configuration, we soland substitute the result and the above probabilitieff94]|and
solve forp. This yields the QRE L < dx& dz& & ta & zax &v z respectively Theseare also
the predictedevels of aggregatparticipation We conclude that for thbomogenous casend
the moderate level of altruistic concerns found in our datal( r & ), equilibrium (aggregate)
participation isncreasing in irgroup bias.

The same is true for the parameters obtained viaandardmaximumlikelihoodprocedure
performed onour experimental datdrom the participation gameThe likelihood function is the
product of the likelihood contributions of each single individual decision in the patrticipation
game. Holding the QRE error parameter canstat 0.8, we computed the (ledikelihood for
several combinations of parameter values. We implemented a combination of values of
between 0.1 and 2, in steps of 0.1 (20 values), and of values @between 2/3 and 8/3, in
steps of 0.1(20 values). Wimposed the restriction thatly (71, as mentioned above. Using a
grid search, we conclude that the (Klikelihood is maximized for=0.5 and> @&2.067 (Log
likelihood=3618.56).Note that the magnitude ofUdepends on the normalization chosen for

U Gy

Altruism, Ingroup Biasand Individual Participation
Next, we drop the assumed homogeneity aadtbw for different mixed strategies for each
player. This enables an investigation of the comparative statics at the individual [Elvel.

probability terms become, for each playé&r
56:

LYo 590 & DEEBOE
» ) _00. _.:57%°3 0 4
A LI2LT R LS F L BLADE s H O A [12A]
Y@és U- U
°¢ DEEBOE
” ) i N )ZC"‘)C") L 15?»3 0 A4
3 LJFs.LlY EIULU 'SF Ly; BLA\SE ahoA [13A]

where the #; pcorrespond to the elements of a matri¥.s ¢ 115 4, WhOSe rows contain
combinations of binary elements corresponding to cases wheta (a total of 126 cases)or
example, for playerEl.:

Fs s s s S S S s s r
#Hoepsg LEFS s s s s s s s r  si [14A]
A Pa?

We usetl for the (unused) element of playdtAs an example, consider the first row. This
indicates the case wherall of player & Aie*[smefnbers vote,and}uE }( $Z }3Z & PE}u%o|
members do so, which yields ad4ie that makes her pivotal. Theege five such configurations
that yield a 44 tie (any of the five members of the other group can abstain). For the case of a 3
3 tie, there are 20 configurations (five for each of the four possible abstainers in the ownr).group
In aggregate, this yield2& situations where playeHaces a tieThe matrixBis defined in an
analogous way for the cases wheslee is pivotal because she damnn a loss into a tie, i.ell L
JFs
For diverse parameter sets, we again sand substitute the results with the probabilities
of being pivotal i This allows us taumericallycomputethe vector ofQREprobabilities,
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Ly We do sofor parameter configurationsn which we induce heterogeneity either irg
(individual othefregarding concerns) or ir, @individual ingroup bias]Table AljandTable]
presentparameterizations for these two casesespectively
We induceother-regardingheterogeneityby allowingeach player in groupto havea different

=y While keeping groups symmettigr parsimony reason$ne player, calher player 1,has a
baseline value ofs L =Y whichincreases with an increment of 0.1 for the subsequent players,
such thatplayer 4 has=g L =UE r 4 for example. We compute equilibria feevendifferent
values of=*, which were chosen such that values within two standard deviations of the average

=in our dataare covered For each of these baseline values e we compute equilibrium
probabilities forseven values of igroup bias which iskept constantin both groups( 5@ We
therefore have fortytwo parameter configurations. For each configuration, the individual
participation probabilities always have a monotonic relationship witpeesto the % & u § EJ-
increment
The results are presented For each parameterizatiomve report whether this

E 0 3]}VeZ]% ]-[WUPUSIAISJAZE~2ZwPS vE ~ZA[+X t } » @Edual3z § §Z
probability of participation is generally increasing in othegarding concerns for igroup bias
levels of 4/3 and above. If the-group bias is smaller than 1 (i.eprefers the other group),
more altruistic peoplevill participateless. For the average level of othegarding concerns in

JME 8§ ~rAiXifeU Jv JA] 1 0 % E3] ]%egajdingcorcerrE foredwaRlupg }3Z E
of in-group favoritism. This relationship is reversed when a high level of -o#uarding
coneerns is combined with very high values ofgioup favoritism, though one may doubt the
empiricalrelevance of this combination disis not obsered in our dataIn general, the results
presented ifiTable Al]provide support to Hypothesis 1: individual participation is increasing in
other-regarding for parameter values that are empirically relevant.

Table Al - Other-regardingconcerns and individual participation

W U@ 0 213 413 2 8/3 »
-0.75 + - + + + T
-0.5 + - + + + +
-0.25 - - + + + +

0 - - + + + +
0.25 - - + + + ;
0.5 - - + + - -
0.75 - - + + - -

Notes.dZ % @E u § E r § | » «0]v Aop (JE Z % E u s E]I

steps of 0.1 for the players in each group in order to generate heterogeneity. The relationship be
Jv 1JA] 1 0 % ES3] 1% 3]}v %adbe nepatfs -Ja@r %o }*]31A ~Z=]

29

]V



Table A2[employs the same procedure to induce heterogeneity in the individugroup

bias parametersi.e., each player in one of the symmetric groups has a differant@ One
player, call it jyer 1, has a baseline valueaf @L * @& The >( ) increases (decreases) with
an increment of 0.1 for the subsequent players, such that player 4 has
> @:> Erau; :@ .Mréaompute equilibria for six different values 8f @& the ones
presented n[Table Al]except O (such that igroup bias does not take negative values). The
presented results show that individual participation is increasirigdividual irgroup bias for
low values of othertE P & JvP }v EveX &}E A op « }( r }A iXd ~Az] z
irrelevant), an irgroup bias above 8/3i.6., tEi X071 0 ¢ §} v PE]A & 0 8]}veZ]% X
group bias measurement that we implemeitin the experiment does not allow for a precise

JEE *%}v VvV SA v 8Z epi 8¢ Z}] ¢ v 8Z % E u s E- }( }uE
find it plausible that someone allocating % of the endowment to thgroup member cares
three times more about thdn-group, and therefore has an-group bias ratio of> @3L
Subijects allocated an average of 148.6 out of 200 tokens to tigeoimp member (pooling all
treatments and both decisions), which leads us to believe that such a ratio is plausible. Assuming
an other-regarding parameter equal to the data average, our results support Hypothesis 2.b in
the sense that individual participation is increasing hgioup bias in a parameter range that is
compatible with the observed data.

Table A2 In-group bias and individual participation.

$ w 213 4/3 2 8/3 »
-0.75 - - - - -
-0.5 - - - - -
-0.25 - - - - -
0 = = = = =
0.25 + + + + +
0.5 + + + - -
0.75 + - - - -
Notes.The parameterstiv § | e «0o]v Aop (JE Z %o Ewhich
is incremented for subsequent players in each group in order to generate heterogel
Therelationship between individual participation probabilities amdlv v v P §],

), pesitiA ~Z=[+ }E }ved v3 ~ZA[X
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B. Value Orientation Test

Theringtest of van Dijk et al2002) is reproduceith| Table BL
Table Bl tRing Test

Decision| Alternative A Alternative B Decision Alternative A  Alternative B
Self Other  Self  Other Self Other Self Other
1 0 500 304 397 17 0 -500 -304 -397
2 304 397 354 354 18 -304 -397 -354 -354
3 354 354 397 304 19 -354  -354 -397 -304
4 397 304 433 250 20 -397 -304 433 -250
5 433 250 462 191 21 -433 -250 -462 -191
6 462 191 483 129 22 -462  -191 -483 -129
7 483 129 496 65 23 -483  -129 -496 65
8 496 65 500 0 24 -496 -65  -500 0
9 500 0 496 -65 25 -500 0 -496 65
10 496 -65 483 -129 26 -496 65 -483 129
11 483 -129 462 -191 27 -483 129 -462 191
12 462 -191 433 -250 28 -462 191 433 250
13 433 -250 397 -304 29 -433 250 -397 304
14 397 -304 354 -354 30 -397 304 -354 354
15 354 -354 304 -397 31 -354 354 -304 397
16 304 -397 0 -500 32 -304 397 0 500

Figure Bl|reproduces asnapshot of the first decision in our experimental environment:

Figure BL t Snapshot oaringtest decision
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C. Auxiliary Tables

Table C1|presents the input of subjects on the motivations of different strategies in the

participation game. This information was collected in thetpexperiment questionnaire. Note
that the available options correspond to motivations that have a rough correspondence to our

preference specification~r AieU
} % E SOE Awre X

Ju% 3]3]-8rouprd} k) v S} E EWREIUA -E oo

Table Cl - Reportedmotivations in the questionnaire

D]Jv P} ol}( % &S] ]% \ Y% ES] ]% § Y] v}S % E:
of the times. most of the times.

Make as much money as possible for hims 27 50% 77.50%
or herself.
Increase thedifference between his or he 1.88% 20.00%
earnings and the earnings of othg
Help his or her group make as much money, 63.75% 1.25%
possible.
Help both his or her group and the oth 6.88% 1.25%
group make as much money as possible.

Table C|presentsOLSregression results on the relationship between personality traits and

participation behavior, and between personality traits and othegarding preferences
Table @ - Participation personaltraits, and value orientation

Average Participation

Altruism (motivational

A S§}E[e VvPo
Agreeableness -.0608* 0.080
(-1.71) (0.03)
Conscientiousness .007 2.167
(0.24) (0.93)
Extraversion .029 -2.539
(0.93) (-1.09)
Openness -.056 0.449
(-1.64) (0.19)
Neuroticism .007 -2.321
(0.22) (-0.90)
0SEp]eu ~u}s]A 3]] .003*
angle) (3.02)
Constant 975 16.196
(4.38) (0.98)
R 0.11 0.02

OLS regressioN=152.t-statistics in parentheses. * (**) indicates significance at the 10%
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Table G (eft-hand sidepanel) shows average scores on th@roup biasneasures separately
for individuals with high and low-group bias Theright-hand sidepanel presents the same
resultsfor individuals whose group won the quiz between laboratories and those who lost the
quiz.

Table C3- In-groupbias,opennessand uiz utcome.

In-group bias LowOpenness  High Openness | LostQuiz ~ Won Quiz
Average of I and 2¢ 101.2 95.5 110.2 95.4
allocation (94.5) (92.5) (96.1) (90.9)
1stallocation (before PG) 92.7 109.2 112.4 97.4
(99.5) (95.4) (99.6) (96.8)
2" allocation (after PG) 109.7 81.8 108.0 93.4
(117.2) (131.4) (227.7) (119.3)
Stated 3.6 25 3.1 3.2
(3.3) (3.8) (3.5) (2.9)
N 76 76 57 55

Each cell presents the mean and stardideviation (in parentheses)ow (Highppenness: bottom(top-
) 10 openness. Note thdntrol subjects are not included in the righand sidepanel as thisreatment
does not include the quiz tournamentsing ManAWhitney tests, we find no statistically significa
differences (at the 5%evel) across openness.

Table C4|presentsOLS regression results on the relationship betweserage individual

participationand a linearitend, for eachmotivationalcategory.
Table G4 t Regression of Average Participation on a Linear Trend

Competitors Individualists Weak Altruists Mild Altruists  Strong Altruists
Constant 0.682** 0.794** 0.845** 0.804** 0.734*
(34.42) (40.12) (30.58) (37.05) (23.83)
Linear Trend -0.601** -0.210* -0.373** -0.296** 0.150
(-7.21) (-2.49) (-3.21) (-3.21) (1.15)
R 0.58 0.14 0.21 0.21 0.03

OLS regressioN=152. tstatistics in parenthese$. (**) indicates significance at the0% (99 level.
Linear trendcoefficientsmultiplied by 186.
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Table G presents model specifications that supplement the results presented in Table 3.

Table & t Robustnesshecks

1 2 3
Motivational Vector 0.022** 0.006 0.038**
(2.74) (0.62) 3.12
In-group bias 0.980 0.98%4 1.008*
(1.72) 1.71 (1.78
High 1.096* 1.097* 1.137*
(2.07) (2.07 (2.19
Low 0.397 0.3%9 0.424
(0.89) (0.89 (0.99
Trend -0.032** -0.038** -0.039**
(2.66) (3.13 (3.22
Trend 0.000 0.000 0.000
(1.19) (1.21 (1.28
In-groupbias*High -1.336 -1.339% -1.401
(1.72) 1.72 (1.82
In-group bias*Low -0.961 -0.966 -1.037
(1.31) (1.3) (1.42
Strong Altruist -1.599***
(3.00
Strong Altruist * Trend 0.035**
(4.62
Motivational Vector * Trend 0.00T*
(4.49
Constant 1.083** 1.204+* 1.253**
(2.99) (3.30 (3.46

Notes: N=152. Cellspresent the logit estimation (with random effects at tr
individual level)N=152.High and Low are dumntyeatment variables. Irgroup
bias is measured as the average of the two dictator allocation desisiescaled
to the interval [1,1] Strong Altruist is a type dummyAbsolute zscores in
parentheses. * (** ***) indicates significance at th®% §%, 1%) level

D. Other-regarding Preferences anish-group bias

In thisAppendix we examinethe relationship between altruism arid-group biasIn other
words, we are interested in whether distinct motivational types respond differentlg-tgroup
bias manipulations. For this purposeFigure D1] shows the average percentages of the
endowment allocated to the igroup membert both before and after the participation gamie
per motivational category and treatment.

Consider first the average-group bias across treatments. Individutdiare the category
showing the highest Hgroup bias, with an average allocation of 79,1% of the endowments to
the ingroup. The group showing the lowestgnoup biasare Competitors, for whom the
average allocation to the igroup member is 67.4%. Despite theparent diversity in allocation
behavior, the only significant difference across categories when using the average of the two
decisions is between Competitors and Individualists (MW, p=0f0Ferarson's ckiquare test
corroborates this point: there igo significant systematic difference over categories for the
average of the two decisions, neither across all treatments, nor for any particular treatment (all
p>0.35). In the allocation decision before the participation gathe bias is stronger for
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Individualists than for Competitors and Mild Altruists (MW, p=0.02 for both comparisons;
pooling treatments). For the allocation after the participation game, there are no statistically
different decisions across motivational types. We conclude that subjeititsdistinct other
regarding preferences do not exhibit strong and systematic differencesgroimp bias if we
pool treatments.

Some types react differently ton-group biasmanipulations, however. Considering the
average of the two decisions, we findgak) evidence of differential behavior of Weak Altruists
between High and Control (MW, p=0.07), Strong Altruists between High and Low (MW, p=0.04),
and Mild Altruists between both High and Low, and High and Control (MW, p=0.05 and p=0.08,
respectively). Gter comparisons do not reach statistical significance below 0.10. Bearing in
mind that we observed a difference between the average allocation in High and in the other two
treatments (subsectio, this evidence suggests that differencesinrgroup biasacross
treatments are mostly driven by the three altruistic types. Altruistic types not only share more
with an anonymous othetthey also alloate a relatively higher amount to the member of their
in-group whenin-group biass high.

E £5U A }ve] & AZ 37 dgrdyp@as js affedtedl ythe interaction in the
participation game. Eyeball{fiigure Dijsuggests similar patterns across the two decisions, with
a possible exception for Competitoidowever, he difference between the two decisions is not
statistically significat for this group, nor for any otheéf The changes between the two
measurements are symmetric. We observe some instances where subjects seem to be punishing
their group (21.05% of the subjects decrease their allocation to thgroop after the
Participaton Game), a majority of subjects exhibiting stablgjioup bias (54.61%and some
rewarding the ingroup by giving more aftehe participation game (24.34%).

Figure DL t Otherregarding preferences and-group bias

Notes bars depict, for each motivational category, the average allocati
the member of the irgroup, as measured before (upper panel) and ¢
(lower panel) the participation game.

28 At this level, the numbeof observationsssmall. The conclusions do not charifgee aggregate dataPooling
across treatments, there is only evidence of differéathavior for Mild Altruists across the two decisions (MW,
p=0.08). Pooling across types, we observe no statistically significant differences for any treatment, when comparing
behavior before and after the participation game.
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E. Experimental Instructions

In thisAppendix A & % E} u  35Z A% E]Ju v edtextsa@nesgdidse X /35 o] ]

to text that was part of High and Lowut not Control. Text within square brackets was not part
of the instructions, but is included to clarify the experimental protocol. Trivia questions and
other nonreproduced details are availablgon requestWe also provide the postxperiment
guestionnaire.

Welcome to this experiment in decisianaking. Depending on your decisions and the decisions of
other subjects you may earn money. You will be paid privately at the end of the sessiofis &his
anonymous experiment: your identity will not be revealed to other participants. The choices you make in
early parts of the experiment may be used in later parts. Since this experiment involves gains and losses,
it is possible (though very unlikelylat you make a negative amount in the experiment. In that case, your
earnings will be deducted from the shewp fee. It is not possible that your losses exceed the shpw
fee. This experiment is composed of three main tasks: Task 1, Task 2, and Taskwall ¥eceive
instructions for a new task after the previous one has been completed. Note that a new task will only
begin when every participant has finished the previous one.

Ring Testln Task 1 you will be asked to make 32 decisions with monetary consequences. In each of
the 32 situations you will have to choose between two options: Option A and Option B. For each option,
two numbers will be displayed. The first is the number of tokéras you yourself will receive (positive
amounts) or pay (negative amounts). The second is the number of tokens that the "Other" will receive or
pay as a consequence of your decision. The "Other" is an anonymous person in this room, with whom you
are rancmly matched for the entire duration of Task 1. You will also be randomly matched with a second,
different anonymous participant whose choices will affect you in the same way that your choices affect
the "Other". Note: this means that the person who re@s\or loses money due to your decisions is a
different person than the one whose decisions make you earn or lose money.

Your total payoff is the result of both your decisions and the decisions made by the participant whose
choices affect you. No participawill know with whom he or she has been paired. Participants will only
be informed about the total amount they earned or lost at the end of the experiment.

BFI:In Task 2 you will be asked to rate a number of characteristics that may or may not apply to
There are 44 statements in total, distributed over 4 screens. Please pick a number from 1 to 5 next to each
statement to indicate the extent to which you agree or disagree with that statement. Most people take
no more than 10 minutes to complete thissk.

The Openness Scordhe statements you rated in Task 2 constitute a-sabrt inventory of
personality traits (characteristics). We employed one of the most used and reliable personality trait tests.
One of the traits that was measured is 'Openneatiose score can range from 1 to 5.

What is Openness?Openness is a personality trait that involves active imagination, aesthetic
sensitivity, attentiveness to inner feelings, preference for variety, and intellectual curiosity. It captures
receptivity © novel experiences and ideas. It is not the cultural habits and knowledge acquired through
education or breeding, nor is it related to intelligence or any other cognitive ability.

People whose Openness Score lies more to thehafid side of the scale:

-tend to be more conventional and traditional in their opinions and behavior.

- prefer familiar routines to new experiences.

- generally focus on a narrower range of interests.

- are practical and dowio-earth.

- are able to more easily separate ideasrfr feelings.

People whose Openness Score lies more to thetiginid side of the scale

- are curious, open to unknown things and variety.

- are frequently described as imaginative, artistic, unconventional and tolerant.
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- are more willing to accept the validity of astrology and esoteric phenomena.

- have more easily access to thoughts and feelings simultaneously, thus experiencing things more
intensely.

We have constructed a ranking of the Openness Scores of the tvaetitigants of this experiment.

This ranking ranges from 1 to 20, with 1 being the participant with the Openness Score more to the right,
and 20 the participant with the Openness Score more to the left.

We would like to ask the ten participants with rarggénl to 10 to move to another lab. Please wait
for the organizers' instructions to do so. The other ten participants can remain seated. Given your ranking,
we would kindly ask you to prepare to move to the other lab/remain seated.

[Subjects are asked to ahd up and move to new computer stations]

For the next 3 minutes, we would like the participants in each lab to pick a name to identify their lab.
We provide you with three prgefined possibilities. You can discuss this with the other participants in the
same lab as you by using the chat box below.

Each participant submits his preferred choice, and the most picked choice will be the name that will
identify your lab for the remainder of the experiment.

Trivia ChallengeThe participants in [name of the p&f ]% v3[e o « v €v u }( 82 }5Z & o
now compete in a trivia challenge. Each participant will be asked five trivia questions. You have 30 seconds
to answer each question. You cannot answer after time is up. Each correct answer corresporals to on
point, an incorrect answer corresponds to zero points. In the end, the points of all participants in [name of
8Z % ES] 1% v3[+ o + AJoo epuu U Vv Ju% E 3} 8Z 3}S o0 vpuu E }
participants in [name of the other lab]. Thablwith more points gets a total reward of 2000 tokens (10
Euros), to be equally distributed among all participants of the winning lab, i.e. each participant gets 200
tokens (1 Euro). In case the two labs achieve the same number of points, the wingted dendomly
(with equal probability).

First Allocation DecisioriWe would like to ask you to divide 200 tokens (1 Euro) between a random
participant who is part of your group (excluding yourself) and a random participant who is part of the
other group.Recall that your group is composed of you and 4 other participants from [name of the
% ES] 1% vS[* 0 X dzZ }3Z & P E}p%frdm[nhoméeofshe oftfelS %o % SE $%o ] %S v S|
labin High/Low, respectivdly

These amounts will be paid the end of the experiment. We will randomly select both a member
of your group and a member of the other group who will receive your chosen allocation. You will be
affected by the choices of two other random participants in the same way.

Participation Gane: In Task 3 you will be asked to make decisions in 40 rounds, with one decision
per round. You will be part of a group of 5 participants: you and 4 otfdrs.participants that are part
J(CIHE PEIU% E o0 E Av (E}u €v Group(casposkion@l feffain edristant « X
for the whole of Task 3. Your group will interact with another group of 5 participalitef them drawn
from [name of the othelt$Z %0 ( S Jlab% High[leow, respectivelly

In every round, each member of a g will have to decide on whether to buy a "disc" or not. A
"disc" costs 30 tokens. Members of the group with more "discs" receive a higher reward: 120 tokens.
Members of the group with fewer "discs" receive a lower reward: 30 tokens.

If the number of dics in the two groups is the same, the group who gets the higher reward in that
round is picked with equal probability. In other words, in case of a tie each group has a 50% chance of
getting the high reward. Note that if one of the groups gets the higtare the other necessarily gets the
low reward.

As an example, assume that 3 people in your group buy discs, but only 2 people in the other group
buy discs. In this situation, your group gets the high reward in this round. A member of your group who
bough a disc gets a payoff of 90 tokens in this round. A member of your group who did not buy a disc
gets a payoff of 120 tokens in this round. A member of the other group who bought a disc gets a payoff
of 0 tokens in this round. A member of the other groupondid not buy a disc gets a payoff of 30 tokens
in this round.
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Second Allocation Decisiofidentical to the First Allocation Decision.]
Postexperiment Questionnaire

1. Can you please briefly describe what you did in the-disgng part of the experiment and why
you didit.
2. How attached did you feel towards your group on a scale from 1 (not at all) to 10 (very much)?
3. How attached did you feel towards the other group omscale from 1 (not at all) to 10 (very
much)?
4. In your opinion, the main goal of a participant who bought many discs was to:
x Make as much money as possible for himself or herself.
X Increase the difference between his or her earnings and the earnings of other
participants.
X Help his or her group make as much money as possible.
X Help both his or her group and the other group make as much money as possible.
5. Inyour opinion, the main goal of a participant who bought few discs was to:
X Make as much money as possibide himself or herself.
X Increase the difference between his or her earnings and the earnings of other
participants.
Help his or her group make as much money as possible.
Help both his or her group and the other group make as much money as possible.
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